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Due date: April 11, 2007, 5:00 PM 
 
Deliverables 
 

1. Submit a single .zip file on WebCT including: 
• A single PDF file of your report  
• your code and data (plain text only) 
 
• Other formats / multiple files will not be marked. 

 
2. Submit a hardcopy version of your report (including your code) in the 

assignment box.  
 
3. Your submission is not complete without both the hardcopy and electronic 

versions. 
 
4. In your report, describe how to run your code. We should be able to 

reproduce your results using the instructions you give. 
 

 
You can choose from one of the two following project topics: 
 
A. Comparative study: The goal of this project is to analyze existing computers in order 
to understand key aspects of their architecture by means of small benchmarks that 
students design to reveal their respective strengths and weaknesses. 
 
B. Architectural simulation: This project consists of writing a software behavioral 
simulator for an architectural component such as a cache or a branch predictor. The 
simulator will be used to derive performance statistics as a function of design parameters. 
For example, in the case of a cache, these parameters would consist of cache size, block 
size and cache organization. Similarly, for branch predictor static and dynamic predictors 
would be compared as a function of their complexity. It could also be a Tomasulo data 
path looking at the size of the reservation stations, or a reorder buffer (ROB).  
 

 
 
GENERAL GUIDELINES  
 

• You may make use of reasonable assumptions of your own for those data that 
might be missing in the following problem text, provided that they are explicitly 
and clearly stated, and not contrasting with the text itself.  

 
• You may submit a partial project. The grading will be scaled balancing problem 

complexity and fraction completed.  
 



• You may work on this project alone or in teams of at most two students. Teams 
of three will NOT be accepted under any circumstances. If you don’t have a 
partner, see the course instructor. Team partners will be jointly responsible for the 
whole work, and will receive the same grade. Teams partners will submit only 
one copy of their project report.  

 
• A project should consist of 8 to 14 pages maximum of text, plus an appropriate 

amount of graphical or tabular data. In addition to this text, include an appendix 
which gives instructions on how to run your code and reproduce your results. The 
appropriateness and the presentation of the supporting data will influence the 
mark greatly.  

 
• Remember, your job is to present your work very clearly to those who read the 

report. It is hard to appreciate a poorly presented design, no matter how clever it 
is. 

 
Project A: Comparative Study 

GOAL  

The goal of this project is to analyze existing computers and to understand their 
architecture by pushing them to their limits (it is often said that in science, understanding 
of a phenomenon is gained by finding the conditions under which known laws no longer 
apply, for a system, the game is to find operating conditions under which performance 
breaks down).  

This project will also help debunk the fallacious concept of "peak performance" (quote 
from the textbook: "performance guaranteed never to be exceeded"!).  

A primary requirement is to secure access to two computers of comparable performance 
but of different architectures. For example a computer using a SPARC CPU (like in the 
Solaris stations). It could also be a Pentium, or a PowerPC/Gx, or any other modern 
design, as long as you can secure access to it for experimentation. Making this choice, 
you must make sure that you can find detailed technical description about their 
architecture. This type of information is hard to get from manufacturers for obvious 
reasons. However, there are books written about almost every architecture, so a part of 
your research will be find what is available at the Library (at McGill or at other 
Universities in Montreal).  

The problem is to design at least two small benchmarks that will cause one computer to 
perform at nearly full speed and the other badly and vice-versa..  

PRESENTATION OF THE REPORT  

PART-I Analysis.  

Perform a comparative study of the two machines you have selected, in terms of the 
architectural concepts we study in the course, in quantitative terms as much as possible 
(data path width, number of regs, etc...):  

1. Pipeline(s) structure. Functional units, depth, etc...  



2. Instruction scheduling and issue.  
3. Data hazard detection and resolution.  
4. Control hazard handling.  
5. Memory hierarchy structure: cache type, levels, replacement algorithms, etc...  
6. Virtual memory system, if supported.  

Discuss the opportunities the architectural differences offer in terms of the goals of the 
project. For example, if one architecture supports speculation and the other not, etc...  

PART-II Benchmark and Experiment Design.  

Design of the two benchmarks designed to tease out the differences between the two 
machines. Discuss which particular architectural features (or lack thereof) from your 
estimates, will give you the largest spread in performance. Places to look for are any of 
the items in the list above (and perhaps others, like IO performance). The benchmarks 
could be integer (sorting and searching, string processing, etc...) or scientific calculations 
(matrices, sparse matrices, or smaller computational cores like inner products).  

It is very important to design parametric benchmarks (that have tunable parameters like 
the size of vectors) which are meaningful in the sense that they perform useful functions.  

PART-III Reporting and Discussion  

In this part, the results must be concisely and fairly reported. This means that as much as 
possible, factors like clock speed or technology generation should be taken out using 
proper averaging and normalization methods.  

Discuss the relative merits and disadvantages of the two machines in terms of prospective 
applications and conclude.  

 
Project B. Architectural Simulation 

 
GOAL  
 
You are to write a software simulator for an architectural component of a CPU. Good 
candidates are cache subsystems or branch predictors. The software simulator is to be 
used to derive statistics relative to the performance as a function of design parameters. 
For example, in the case of a cache, these parameters would consist of cache size, block 
size and cache organization in terms of associativity. Similarly, for branch predictor static 
and dynamic predictors would be compared as a function of their complexity and storage 
requirements.  
 
There are several approaches to generate test benches used to produce the statistics. One 
of them involves the use of SPIM (http://www.cs.wisc.edu/~larus/spim.html), a simulator 
for the R2000 CPU. One other consists of instrumenting actual code to collect execution 
traces. Yet another possibility is to download ready-made execution traces published on 
the web. Some traces will be provided to you on WebCT if you wish to use them. 
 
 
 
 



PRESENTATION OF THE REPORT  
 
PART-I Simulator Design.  
 
The simulator takes as input a stream of addresses, and as output produces statistics as to 
the performance of the subsystem under study. In all cases, the output should be stored in 
a file in human readable form.  
 
In the case of caches you may concentrate on the performance of a data cache. The most 
important statistics should be the hit rate for a particular sequence of effective addresses.  
In the case of a branch predictor, the input is the trace of a program, that is, the sequence 
of all addresses visited during the execution of a program. The addresses that correspond 
to a branch conditional are marked. This is all the information that's needed since the 
predictor's only source of information is the past execution of a program. The output is 
the correct prediction rate for a particular program.  
 
The simulator should be coded in C or C++.  As any program, its design consists of data 
structures and algorithms. The data structure must be designed to reflect the storage 
components of the subsystem, while the algorithm should reflect the logic that controls 
them. In any case, it is important to design a program which is highly structured so it is 
easy to debug, even if it is not efficient.  
 
 
PART-II Test bench design  
 
To make the statistics meaningful, the addresses should be derived from a real program, 
even if it is a simple one. Therefore, the collection of addresses should be automated.  
 
 
PART-III Reporting and Discussion  
 
One of the advantages of having a software simulator is that parameters can be changed 
easily and the results known immediately. Discuss and explain your results. 
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